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Abstract

This paper develops an active sound-quality control (ASQC) system based on the active noise equalization (ANE)

technique, and optimizes it with the filtered-error least mean square (FELMS) algorithm and normalized reference signal

generator. The ASQC system controls the sound quality of products such as engines by changing the amplitudes of

harmonics. This optimized system uses the FELMS algorithm to limit disturbances in the passband caused by uncorrelated

interferences with high gains in the secondary path, thereby increasing the system stability. It achieves fast convergence by

normalizing the amplitudes of internally generated sinusoids in the reference signal according to the magnitude response of

the secondary path at the corresponding frequencies. Computer simulations demonstrate the desired spectral shaping

capability with faster convergence and reduced passband disturbance.

r 2006 Elsevier Ltd. All rights reserved.

1. Introduction

Active noise control (ANC) [1,2] uses the principle of superposition, whereby a secondary noise of equal
amplitude and opposite phase cancels an unwanted primary noise. In many practical ANC applications, the
primary noise produced by rotating machines (such as engines) is periodic and contains multiple harmonic-
related narrowband components. In the periodic ANC system, a nonacoustic sensor such as a tachometer or
an accelerometer [3] can replace the reference microphone. The sensor output synchronizes an internally
generated reference signal, thus preventing feedback from the secondary source to the reference sensor. This
periodic ANC system was analyzed in Ref. [4] using the filtered-X least mean square (FXLMS) algorithm [5],
where the reference signal is filtered by an estimate of the secondary path for updating the adaptive filter’s
coefficients.

The design of an ANC system usually pursues maximal attenuation of the primary noise. However, in some
applications, it is desirable to retain a small residual noise with a specified spectral shape. For example, in an
automobile, or earth-moving machine, the driver needs some audible information about engine speed to be
able to control the vehicle safely. Active sound-quality control is another potential use of ANC, which changes
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(amplifies or attenuates with predetermined values) the amplitudes of noise components to improve sound
quality or change noise signature. These demands lead to an extension of the ANC concept to include ASQC.

The equalization system for periodic noise with multiple harmonics is called a narrowband ANE, which has
been developed in Refs. [6,7]. This algorithm also has been implemented and analyzed in the frequency
domain [8], and extended to equalize broadband noise [9]. The fundamental difference between the
narrowband ANC and ANE is the system transfer functions. The magnitude response of the narrowband
ANC system presents multiple notches with infinite nulls at controlled frequencies, so that the system
attenuates those noise components completely. However, the depths of individual notches of the narrowband
ANE system are independently adjustable and can even be changed to peaks with predetermined amplitudes
without affecting the characteristics of other notches.

Active sound-quality control using the narrowband ANE algorithm inherits the problems of ANC systems
with the FXLMS algorithm. These include passband disturbances due to uncorrelated interference at
frequencies where the magnitude response of the secondary path has high gain [10], and slow convergence due
to the eigenvalue spread of the input autocorrelation matrix determined by the magnitude response of the
secondary path [11]. This paper modifies the solutions [10,11] for solving these two critical problems in ANC
systems, integrates them with the narrowband ANE [6,7], and presents the optimized ASQC algorithm [12].

2. Narrowband active sound-quality control

A block diagram of the general narrowband ANE system for controlling periodic noise is shown in Fig. 1,
where ŜðzÞ is an estimate of S(z), which is the secondary path from the output of the adaptive filter W(z) to the
output of error microphone. The output y(n) of the two-weight filter is split into two branches, the canceling
branch and the balancing branch. The gains b and (1�b) are inserted in these two branches to adjust the
residual noise. Instead of minimizing the residual noise e(n) measured by the error microphone, the ANE
system minimizes the computed pseudo error e0(n).

For analysis purpose, we assume a single-frequency sine wave as the input x(n), although this system can be
extended to equalize multiple sine waves by connecting several adaptive filters in parallel. For controlling a
single-frequency sinusoidal noise, a pure sinewave is internally generated as the reference signal, and the
adaptive filter contains two coefficients. This adaptive filter minimizes the instantaneous squared pseudo-error
signal using the least mean square (LMS) algorithm [13] expressed as

wiðnþ 1Þ ¼ wiðnÞ þ 2me0ðnÞxiðnÞ; i ¼ 1; 2, (1)
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Nomenclature

ASQC active sound quality control
ANE active noise equalization
FELMS filtered-error least mean square
S(z) secondary Path
ŜðzÞ estimate of secondary path
W(z) output of the adaptive filter
b gain
e(n) residual noise
e0(n) pseudo error
x(n) input (single-frequency sine wave)
m step size
d(n) primary noise
H(z) closed-loop transfer function
u(n) sinusoidal components

v(n) uncorrelated components
s(n) impulse response
* linear convolution
C amplitude of reference signal
f initial phase
c phase shift
A gain
C(z) adaptive filter
ec(n) instantaneous squared error signal
Hc(z) transfer function of adaptive comb filter
r pole radius
Sk gain of S(z) at frequency ok

R input autocorrelation matrix
l2K smallest nonzero eigenvalue of the

matrix R

Ak ¼ 1/Sk amplitude at ok
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where m is the step size that determines the stability, convergence speed, and steady-state performance of the
algorithm.

Fig. 1 shows that if the secondary-path estimate is perfect [i.e., ŜðzÞ ¼ SðzÞ], the pseudo error e0(n) can be
expressed as

e0ðnÞ ¼ dðnÞ � yðnÞ, (2)

which is the residual noise of the conventional ANC system, and d(n) is the primary noise generated from the
noise source. After the filter has converged, e0(n)E0. From Eq. (2), the system output at the reference
frequency after convergence is

eðnÞ ¼ dðnÞ � ð1� bÞyðnÞ ¼ b yðnÞ � b dðnÞ. (3)

This equation shows that the actual system output e(n) contains a narrowband noise whose amplitude can
be continuously, linearly, and totally controlled by adjusting the gain value b. The signal e0(n) acts as a pseudo
error to ‘‘trick’’ the LMS algorithm so that it will converge to an optimum solution to minimize e0(n), while the
actual residual noise e(n) has the desired amplitude as indicated by Eq. (3).

The capability of the ANE system can be determined by evaluating the frequency response of the system at
the reference frequency o0. Assuming SðzÞ ¼ 1, the closed-loop transfer function H(z) is [6]

HðzÞ ¼
z2 � 2zð1� bkÞ cos ðo0Þ þ ð1� 2bkÞ

z2 � 2zð1� kÞ cos ðo0Þ þ ð1� 2kÞ
. (4)

Therefore, the poles of system are the same as in an ANC system; however, the zeros are modified as

zz ¼ rz expð�jyzÞ, (5)

where the radius is

rz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� bmA2

q
, (6)

and the angle is

yz ¼ cos�1
ð1� mbA2=2Þ cos o0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� mbA2
p

" #
. (7)
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Fig. 1. Block diagram of narrowband ANE system.
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The performance of the ANE is determined by the relative position of the poles and zeros of the system. Eq.
(6) shows that the zeros are moved by adjusting the value of b. When the zeros of the system move into
different regions, the ANE system will perform different functions. These functions can be classified into four
modes: (1) Cancellation mode (b ¼ 0), whereby the zeros are on the unit circle and the ANE attenuates the
sinusoid completely at frequency o0; (2) Attenuation mode (0obo1), whereby the zeros lie between the poles
and the unit circle and approach the corresponding poles as b increases from 0 to 1, so that the amount of
attenuation is determined by the factor b; (3) Neutral mode (b ¼ 1), whereby the poles are canceled by the
zeros and the system has no effect; and (4) Enhancement mode (b41), whereby the zeros are farther away
from the unit circle than the poles are and therefore, H(z) exhibits a resonance at frequency o0 such that it
functions as an amplifier. Examples of the magnitude responses of H(z) for b ¼ 0, 0.5, 1, and 2 are shown in
Fig. 2.

The optimum weight vector of the narrowband ANE is independent of the gain value b. Therefore, the
system will converge to the same weight vector regardless of the operating mode of the system. Fig. 3 shows
the simulation results of ANE where x(n) is a sinewave with reference frequency o0 ¼ p=4 and m ¼ 0:005.
These four different operating modes describe the capability of the ANE to reshape the residual noise. For
b ¼ 0, ANE behaves like a perfect notch filter to cancel the noise completely. For b ¼ 0:5, the system
attenuates 6 dB of the noise. At b ¼ 1, the system allows all noise to pass. For b ¼ 2, the system amplifies the
noise with a gain equal to 2.

3. Passband disturbance reduction

The narrowband ANC assumes that the primary noise and internally generated sinusoidal reference signal
have the same number of narrowband components with the same frequencies. If the primary noise contains
other uncorrelated noise components, the ANC system will suffer from a passband disturbance due to the
modulation effects of the secondary path. A technique developed in Ref. [10] for ANC systems will be
modified to remove the uncorrelated noise components for ASQC systems.

We assume that the primary noise consists of sinusoidal components u(n) and uncorrelated components v(n)
such that dðnÞ ¼ uðnÞ þ vðnÞ. By defining the weight error vector in steady state as fðnÞ ¼ wðnÞ � wo where wo is
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Fig. 2. Amplitude responses of the transfer function for various b values, b ¼ 0, b ¼ 0:5, b ¼ 1,

b ¼ 2.
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the optimum solution, it is shown [10] that

fðnþ 1Þ ¼ fðnÞ þ 2m½uðnÞ � y0ðnÞ�½sðnÞ�xðnÞ� þ 2mvðnÞ½sðnÞ�xðnÞ�, (8)

where s(n) is the impulse response of S(z), and * denotes linear convolution. The last term, 2mvðnÞ½sðnÞ�xðnÞ�, is
the perturbation that causes the passband disturbance. This undesired interference is proportional to the
uncorrelated noise v(n) and step size m, and is related to the secondary path S(z). One way to control this
interference is by reducing the step size, but this would slow down the convergence. An effective way to control
this effect is to introduce another adaptive filter to attenuate the interference in the measured residual noise
e(n) [10].

Including the secondary path, the transfer function of ANE with the FXLMS algorithm given in Eq. (4)
becomes

HðzÞ ¼
z2 � 2z cosðo0Þ þ 1þ 2mbAC2 SðzÞ½z cosðo0 � cÞ � cosðcÞ�

z2 � 2z cosðo0Þ þ 1þ 2mAC2 SðzÞ½z cosðo0 � cÞ � cosðcÞ�
, (9)

where C is the amplitude of the reference signal, f the initial phase, c the phase shift of S(o0) and A the gain
of S(o0). It is evident that the characteristics of H(z) are affected by both the amplitude and phase responses of
secondary path S(z).
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Fig. 3. Waveforms of residual noise at (a) b ¼ 0, (b) b ¼ 0:5, (c) b ¼ 1, (d) b ¼ 2.
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Computer simulations illustrate weight tracks due to the uncorrelated noise components. The dotted line in
Fig. 4 shows the tracking of the ANE system for m ¼ 0:005, and x(n) ¼ cos(0.2pn) without interference, i.e.,
uðnÞ ¼ dðnÞ ¼ cosð0:2pnÞ; while the solid line shows the results for dðnÞ ¼ cosð0:2pnÞ þ cosð0:283pnÞ. The
simulation results clearly show that the uncontrolled noise v(n) (the sinewave of frequency 0.283p) causes the
weights to oscillate even after they reach the optimum solution (the flat dotted line).

The filtered-error LMS (FELMS) [10] approach employs an extra adaptive filter C(z) (shown in Fig. 5) to
remove the uncorrelated noise components from e(n), thus reducing the undesired passband amplification.
This second adaptive filter C(z) also uses the LMS algorithm to minimize the instantaneous squared error
signal ec(n), and is expressed as

cðnþ 1Þ ¼ cðnÞ þ mcecðnÞxðnÞ, (10)

where mc is the step size. This algorithm can reduce the weight vector perturbation shown in Fig. 4 in the
presence of a passband disturbance.

The basic principle of this FELMS algorithm is to purify e(n). The adaptive filter C(z) used in this algorithm
acts like a bandpass filter with the center frequency as the reference frequency, thus rejecting interference at
other frequencies. Therefore, the filtered e(n) reduces the effects of uncorrelated noise on the adaptive filter. In
the case where the noise frequency is changing slowly, the FELMS algorithm can use a large step size, thereby
also increasing the convergence rate. The transfer function of the adaptive comb filter Hc(z) can be written as
[10]

HcðzÞ ¼
2mcC2½z cosðo0Þ � 1�

z2 � 2zð1� mcC
2Þ cosðo0Þ þ ð1� 2mcC2Þ

. (11)

This equation is similar to a second-order infinite-impulse response filter, with complex conjugate
poles on the unit circle. The pole radius r ¼ ð1� 2mcC2Þ

1=2 determines the bandwidth of the filter,
and a radius r closer to 1 results in narrower bandwidth. Thus, Hc(z) acts like a bandpass filter with the
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Fig. 4. Weight tracks of ANE with and without uncorrelated noise components, without uncorrelated noise, with

uncorrelated noise.
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peak frequency at

g ¼
ð1� mcC2Þ cosðo0Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 2mcC
2

q . (12)

Eq. (12) shows that when mc is very small, the frequency of the peak response is close to the reference
frequency o0, i.e., gffio0. At that peak frequency, the transfer function Hc(z) becomes

HcðzÞ
��
z¼r expðjgÞ � 1, (13)

where rE1. This property guarantees that the pseudo error e0(n) with frequency g will remain unchanged in the
presence of a noise component in the residual noise e(n). Hence, the introduction of Hc(z) does not change the
characteristics of ASQC systems.

Computer simulations in Fig. 6 compare the performance of the ANE system with the FXLMS and
FELMS algorithms. The input signal is a unity amplitude sinewave at the reference frequency o0 ¼ 0:125p
and the uncorrelated noise is also a sinewave at frequency o1 ¼ 0:283p. Step sizes m ¼ 0:005 and mc ¼ 0:01 are
used for the simulations. It is evident that by employing the FELMS algorithm, the uncorrelated noise at
o1 ¼ 0:283p in the output is attenuated.

4. Convergence improvement

The FELMS algorithm introduced in the previous section effectively reduces a passband disturbance for
ASQC systems. However, the system will still converge slowly at frequencies corresponding to the valleys of
the magnitude response of the secondary path S(z). To compensate for this effect, the FELMS algorithm is
optimized such that the reference signal is a combination of sinusoids with normalized amplitudes according
to the magnitude response of the secondary path.
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Fig. 5. Block diagram of ANE system with the FELMS algorithm.
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The convergence speed of the LMS algorithm is determined by the eigenvalue spread of the input
autocorrelation matrix R. The eigenvalue spread of the system shown in Fig. 5 is [11]

lmax

l2K

X

max
K

k¼1
A2

kS2
k

2 min
K

k¼1
A2

kS2
k

, (14)

where Sk ¼ jSðokÞj is the gain of S(z) at frequency ok, Ak ¼ 1, and l2K is the smallest nonzero eigenvalues of
the matrix R. Here, l2K is used since the smallest nonzero eigenvalue is the 2Kth eigenvalue of R if the
eigenvalues are arranged in descending order. Eq. (14) indicates that if the magnitude response of the
secondary path is not flat, the algorithm converges slowly. If the amplitude of the sinusoid at frequency ok is
normalized as

Ak ¼
1

Sk

ffi
1

jŜðokÞj
; k ¼ 1; 2; . . . ;K (15)

such that AkSk ¼ 1, then Eq. (14) becomes a constant 1
2
. Thus, the amplitudes of sinusoids are inversely

proportional to the magnitude response of the secondary path at the corresponding frequencies, and therefore,
the system would converge faster than the conventional system.

Computer simulations are conducted to verify the performance of the optimized algorithm, in which the
primary noise consists of eight harmonic related sinusoids with fundamental frequency o0 ¼ 0:0625p, and
harmonics o1 ¼ 0:125p, o2 ¼ 0:1875p, o3 ¼ 0:25p, o4 ¼ 0:3125p, o5 ¼ 0:375p, o6 ¼ 0:4375p, o7 ¼ 0:5p. The
step sizes used for the simulations were m ¼ 0:000005 for W(z) and mc ¼ 0:0005 for C(z). In the optimized
FELMS algorithm, the reference signal is a combination of the same eight harmonically related sinusoids with
amplitudes according to Eq. (15). The learning curves of both the conventional and optimized FELMS
algorithms are shown in Fig. 7. Here, the error signal of the optimized algorithm reaches zero within 600
iterations, whereas the traditional algorithm takes much longer. Hence, the ASQC system using the
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Fig. 6. Comparison of amplitude responses of ASQC system with the FXLMS and FELMS algorithms, FXLMS algorithm,

FELMS algorithm.
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normalized FELMS algorithm converges faster than the traditional FELMS algorithm. This is evident from
Fig. 8 where the convergence of the system using the conventional algorithm is affected significantly at the
normalized frequencies 0.19, 0.375, and 0.5. These frequencies are the valley frequencies of the magnitude
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Fig. 7. Learning curves of ASQC system with FELMS algorithms, conventional FELMS algorithm, optimized FELMS

algorithm.

Fig. 8. Spectral comparison of ASQC system with conventional and optimized FELMS algorithms, primary noise,

conventional FELMS, optimized FELMS.
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response of S(z). The optimized FELMS algorithm reduces the noise components at those valley frequencies
as predicted theoretically.

5. Conclusions

The ASQC system based on the ANE system with the optimized FELMS algorithm has been developed,
tested, and analyzed. Simulations show that this new system can shape the residual noise spectrum, thus
effectively controlling the sound quality or signature. This new system also reduces passband disturbance,
which is caused by uncorrelated noise components in the primary noise that are amplified by the secondary
path. Faster convergence can be achieved by using reference sinusoids with normalized amplitudes instead of
unity amplitude. Therefore, the ASQC system developed in this paper provides faster convergence with
reduced passband disturbance while controlling the sound quality.
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